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Achievements in relation to project objective

SUB-PROJECT 1
System simulation/modeling was started to build up a comprehensive model from sensing to information extraction through machine learning inference (Fig. Sub-project 1.1). The simulation framework allows to explore architectural and algorithmic solutions, and validate their effect on the overall vision capabilities at the system level (Fig. Sub-project1.2). In year 1, modeling has been focused on visual tasks from low (sensing) to high level (recognition), as fundamental tool to discard solutions that are not well aligned with the overall project goal.

SUB-PROJECT 2
At the imager level, imager tiling (Fig. Sub-project2.1) was explored to extract key information on the frame content (events, saliency, novelty), reducing the dimensionality compared to conventional frame readout and off-imager processing. The ability of tiles to suppress the background dynamically permits to ignore the content that has been already analyzed and classified (Figs. Sub-project2.2a-b). Image closing was also investigated (Fig. Sub-project 2.3) to suppress artefacts due to inaccurate saliency detection in local tiles. A smart imager architecture with in-pixel processing is being proposed based on these concepts, where pixels have been modelled experimental characterization of pn junctions in testchips (Figs. Sub-project2.4-5).
Regarding the RF transceiver, the literature study has been carried out. The free space path loss (FSPL) based on link budget analysis is shown in Fig. Sub-project2.6. The specifications for the RF transceiver are determined based on the computed FSPL and the project requirements as shown in Fig. Sub-project2.7. A system architecture is designed targeting to meet the above-mentioned critical specifications (Fig. Sub-project2.8). The TSMC 40nm CMOS LP process design kit (PDK) has been evaluated in terms of its capability and suitability for both the active and passive devices. 

SUB-PROJECT 3
In this first year, a novel neural network model compression method was proposed, called Neural Epitome Search (NES, Fig. Sub-project3.1). With NES, a series of most efficient neural network models with low computation cost and high image classification accuracy have been generated. The model size is reduced by 50x with zero accuracy drop for object recognition and detection, compared with state-of-the-art AlexNet for object recognition. 

SUB-PROJECT 4
Digital circuits with power-performance range beyond voltage scaling was explored and demonstrated on silicon (Fig. Sub-project4.1), to save power in practical cases where the processing workload is lower than worst case. Analog-digital converters were demonstrated on silicon to reduce their footprints on the imager by 10X over the state of the art (Figs. Sub-project4.2-3), as well as to reduce activity and power by up to 4X (Figs. Sub-project4.4-5). Design methodologies were developed for power-performance scalability beyond industry-standard voltage scaling (Fig. Sub-project4.6).




Describe the pathway to achieving impact

SUB-PROJECT 1
As this sub-project aims to create the underlying modeling infrastructure for the entire system, its impact will become visible in the second half of the project.

SUB-PROJECT 2
In this sub-project, the activity carried out in Prof. Alioto’s group has led to the generation of architectures and circuit innovation that will be patented in the coming months (before the relevant scientific publication), with focus on smart imagers and data converters with small silicon area and power footprint. The effectiveness of the approach will be shared later on through the planned workshops with interested local companies, and supported by demos leveraging the related silicon demonstrations (TRL 4) that have been tested in the VLSI lab at NUS.
Although various companies have expressed interest in licensing the technologies spurred by the CogniVision project, the main goal to make an economic impact is to have the students and research staff create a start-up company, with PIs serving as advisors.

SUB-PROJECT 3
As main pathway to achieving impact, neural network compression methods are being distributed through public repositories (GitHub) to make the proposed techniques accessible to the broader community, and to trigger deeper investigation in some of the areas that have been explored in this project.
Being mostly algorithmic, such ideas cannot be patented. Analogously, keeping them as trade secret is not effective either, as the field of convolutional neural networks is evolving at a very fast pace. Hence, the preferred pathway to impact is to pursue open-source distribution of the outcome of the research, soliciting further research impact and create synergy with other leading research groups.

SUB-PROJECT 4
In this sub-project, different pathways to achieving impact are being pursued across the different research activities. Regarding the area of analog-digital converters with reduced silicon footprint will be shared with the public in an open-source form, as it opens a new research direction that will hopefully generate much more research critical mass in the coming years, following our initial work on mostly-digital sensor interfaces. On the other hand, the data converters with reduced activity are being considered for patenting, in view of the effectiveness and the general applicability of the underlying ideas. Finally, the impact of the proposed design methodologies for power-performance scalability beyond industry-standard voltage scaling has been pursued by sharing them with the public in an open-source form over GitHub (https://github.com/srbhjn459/RECMICRO
), and a dedicated book that provides the overarching framework to further investigate on the proposed idea (https://www.springer.com/gp/book/9783030387952).










Capabilities: what has been done to develop capabilities that would be relevant to the industry and society at large and/or push the frontier of science

SUB-PROJECT 1
As this sub-project aims to create the underlying modeling infrastructure for the entire system, its capabilities will become visible in the second half of the project, when system-level design and demonstrations will be generated.

SUB-PROJECT 2
The following new scientific advances and technological capabilities have been enabled in year 1:
•	first imager with in-pixel simultaneous saliency detection, motion detection and dynamic background subtraction, with technological benefits consisting in keeping computation local and hence suppressing power-hungry off-sensor processing
•	RF transceiver with very wide datarate from 50 kbps to 5 Mbps, which translates into the capability of delivering maximum power efficiency in the common case (low datarate), while being able to receive 100X more data in the same amount of time when requested by the cloud. This allows the system to be attentive and hence listen to the cloud at all times through a wake-up receiver, while being able to quickly receive new neural network configurations on the fly (the cloud pushes the new neural network in a short amount of time for specialized critical tasks).
•	A novel transmitter based on digital to RF signal converter using digital power amplifier is introduced to ensure low static power, while being tightly coupled to the power management unit for alternative energy-harvested and battery-powered operation.

SUB-PROJECT 3
As main capability developed in this sub-project, the proposed model compression method reduces the neural network model computation cost by 50x without any performance drop, as opposed to prior compression techniques. This translates into memory capacity saving and fully on-chip neural network weight storage for energy efficiency and throughput improvements by 2-3 orders of magnitude, compared to off-chip memories. Hence, the proposed compression technique enables vision tasks in tightly power-constrained edge devices (like untethered smart cameras).

SUB-PROJECT 4
This sub-project has enabled the following technological capabilities:
•	The first technique for digital circuits that extends the power-performance range beyond industry-standard voltage scaling, exceeding performance of prior art (by 1.8X, according to silicon demonstrations) and reducing the minimum energy by 1.3-1.4X to extend the battery life
•	The smallest analog-digital converters reported to date, with at least 10X footprint reduction over best-in-class converters, shrinking the area-hungry converters at the periphery of CMOS imagers
•	A novel technique that reduces activity and power by 2-4X when applied to conventional converter architectures, which enables the improvement of existing converters in place with minimal impact on the design effort
•	The first comprehensive and fully-automated design methodology to enable power-performance scalability beyond voltage scaling while maintaining the low design effort of digital sub-systems.





Media exposure	Comment by Alioto, Massimo Bruno: Please report talks, news, press releases and other aspects concerning the visibility of your research.
Note: diagrams, references and Gantt chart, if any, should be reported in a separate file SOCure_thrust[X]_[PIname]_figs.docx (please name/number figures as thrust[X]_[PIname].1, thrust[X]_[PIname].2, etc.)


Five invited talks have been delivered at leading IEEE conferences and have acknowledged the support of the CogniVision project, of which four are keynote speeches. The talks cover the inherently multi-disciplinary nature of the project, ranging from conferences on circuits to machine learning (ICLR), as listed below:

· Survival of the fittest: circuits and architectures for computation with ultra-wide power-performance adaptation beyond voltage scaling – keynote speech at the IEEE S3S 2019 conference, Oct 16, 2019, San Jose (USA)
· Survival of the fittest: circuits and architectures with wide power-performance adaptation – Beyond voltage scaling and down to pWs – keynote speech at the IEEE MCSoC 2019 conference, Oct 1, 2019, Singapore
· Survival of the fittest: circuits and architectures with wide power-performance adaptation beyond voltage scaling – keynote speech at the IEEE SOCC 2019 conference, Sept 3, 2019, Singapore
· Energy-Quality Scalable Integrated Systems - Preserving Energy Downscaling in the Decade Ahead – keynote speech at the IEEE SigTelCom 2019 conference, March 20, 2019, Hanoi (Vietnam)
· Neural Epitome Search for Architecture-Agnostic Network Compression.

The following press releases have been made through the NUS media communication office, which acknowledged the support of the CogniVision grant and publicized the grand-goal of the project:
· first microprocessor with energy-performance tradeoff wider than voltage scaling for faster operation and longer battery life:	http://news.nus.edu.sg/research/enabling-battery-powered-silicon-chips-work-faster-and-longer 
· novel class of data converters that can be designed with fully-automated digital design flows for design turnaround time down to a few hours instead of months:	https://www.eng.nus.edu.sg/ece/news/nus-innovation-paves-the-way-for-sensor-interfaces-that-are-30-times-smaller/ 
which have received worldwide	media coverage on ScienceDaily, TechXplore, TechBallad, Semiconductor Engineering, EurekAlert, and several others.






Progress of research milestones	Comment by Alioto, Massimo Bruno: Please use this section to update each research milestone associated with you in the relevant review period (please see wiki, and ask Massimo if not sufficient). Provide the following for each milestone:
 Please indicate if it has been completed or in progress
 Please provide a brief update on what has been done and what has been achieved
 State whether it is behind schedule, and provide justifications for the delays, if any; and
 Highlight possible risks (technical or non-technical), if any, which may hinder its completion, and the intended steps to mitigate them.

Please use the milestone/deliverable naming in the final proposal (see wiki).
Sub-project 3_Feng:

Milestone 3.1a. In the first year, we developed a novel neural network model compression method, called Neural Epitome Search (NES). Different from existing compression methods that are tied to architectures of neural networks, NES is an architecture-agnostic compression method. NES can be applied to compress neural networks with arbitrary architectures with high compression efficiency. NES achieves this by learning to search a compact parameter set of neural network models. See Fig. Sub-project3_[Feng Jiashi].1.

With NES, we obtained a series of most efficient neural network model (with low computation cost and high image classification accuracy). With NES, we reduce the model size by 50x with zero accuracy drop for object recognition and detection, compared with state-of-the-arts.

Comparison with SOTAs:
NES (ours): 2M parameters, 64.48% (top 1 accuracy on ImageNet)
AlexNet (SOTA): 61M parameters, 60% (top 1 accuracy on ImageNet)


A review of studies is ongoing and will be completed by this quarter. As part of the review study, the RF transceiver system architecture is proposed to meet the critical project requirements as well as the link budget. The IC design for the building blocks, sub-system integration and the first tapeout submission will start this quarter. It was delayed from the initial timeline due to COVID-19 because the researchers were unable to access the lab. After completing the PDK investigation, the design and tapeout submission will be actioned in this and next quarter. Although, the above-mentioned tasks are delayed, the overall design time is on schedule because the groundwork namely literature review, PDK investigation and the power management unit PCB evaluation have been performed. Please refer to the timeline in Fig. Sub-project1_YeoKiatSeng.4 based on the updated research milestone for RF transceiver design portion.  





Record of equipment	Comment by Alioto, Massimo Bruno: For each piece of equipment purchased under the project, please indicate:
 Institution asset ID
 Name of equipment
 Commissioned status (commissioned/not commissioned)
 Utilization rate (should be 100% or so)

NA






Future plans	Comment by Alioto, Massimo Bruno: Please, briefly outline plans for the program to be sustained on a long-term basis beyond the approved duration of the funding, as related to the topics that your research is focused on:
 What have you achieved with this award, in short?
 What are your plans in Singapore beyond this award?
 What are the capabilities that have been build up?
 Plans for the project to be sustained in the long term.

You can use the above write-ups to complete this summary part.
Sub-project 3_Feng:

In the future, we will continue research on novel learning-based neural network model compression method. The compression method developed in the first year lays good foundation for the following research. We will further extend the compression methods by considering requirement from circuit design and ultimately achieve the goal of algorithm-circuit co-design. 


In recent years, neural network architecture search (NAS) has become the trend. We will explore NAS and take hardware/circuit constraint into the architecture search process to find more circuit-efficient neural network architectures. The developed method from such research would not only support this project but also would provide useful methodology for next-generation algorithm-circuit co-design. 


Future plans

[bookmark: _GoBack]For next quarter, we will complete the review of studies as well as PDK investigation and characterization. Following which we will start the RF IC building blocks design, optimization, simulation, layout and post-layout simulations and then sub-systems integration - design and layout, as well as post-layout simulations.
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